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Abstract

Traditional image enhancement techniques produce different types of noise such as unnatural effects,
over-enhancement, and artifacts, and these drawbacks become more prominent in enhancing dark images. To
overcome these drawbacks, we propose a dark image enhancement technique where local transformation of the
pixels have been performed. Here, we apply a transformation method of different parts of the histogram of an input
image to get a desired histogram. Afterwards, histogram specification technique has been done on the input image
using this transformed histogram. The performance of the proposed technique has been evaluated in both qualitative
and quantitative manner, which shows that the proposed method improves the quality of the image with minimal
unexpected artifacts as compared to the other techniques.
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1 Introduction

Image enhancement is commonly used to improve the
visual quality of an image. The quality of the images may
be degraded for several reasons like the lack of operator
expertise and quality of image capturing device. Generally,
images are captured in bright, dark, or any uncontrolled
environments. And if an image is captured in too bright
or too dark environment (Fig. 1), then enhancement is
necessary for creating better looking image. Furthermore,
events such as scanning or transmitting an image from
one place to another may cause distortion to that image.
Differences in brightness of different parts of an image
due to shadow or non-uniform illumination also demand
enhancement. For example, we may take an image where
the face looks dark as compared to the background. How-
ever, in spite of the availability of many enhancement
algorithms, there have been very little work focusing
specifically on dark image (image mean, u < 0.5 [1],
where the darkness is due to low illumination, not for

*Correspondence: bit0124@iit.du.ac.bd

"nstitute of Information Technology, University of Dhaka, Dhaka 1000,
Bangladesh

Full list of author information is available at the end of the article

@ Springer Open

dark-colored objects) enhancement, and these methods
might also result in over-enhancement and/or unnatural
effects.

Histogram equalization (HE) is a simple and effec-
tive contrast enhancement technique for enhancing an
image. HE spreads the intensities of an image pixels
based on the whole image information. As a result, there
might be a case where some low occurring intensities are
transformed to become merged with neighboring high
occurring intensities, which creates over-enhancement
[2, 3]. Moreover, mean shift problems may also occur
in such cases. So, brightness preservation cannot be
guaranteed in HE. An improved version of HE is the
brightness preserving bi-histogram equalization (BBHE)
[4] which produces better results as compared to HE,
and most often, it preserves the brightness of the
original image. However, it may not give desired out-
come when the image pixel distribution does not fol-
low the symmetric distribution [5]. A method called
equal area dualistic sub-image histogram equalization
(DSIHE) [6] performs better than BBHE because it
separates the histogram based on the image median.
Recently, Rahman et al. proposed an enhancement tech-
nique where the histogram is divided using harmonic
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mean of the image, and then, HE has been applied [7].
Still, these techniques may not always increase image con-
trast, especially for dark images, since the focuses of these
methods are the preservation of the brightness.

A combination of BBHE and DSIHE is recursively sepa-
rated and weighted histogram equalization (RSWHE) [8],
and it preserves the brightness and enhances the con-
trast of an image. The core idea of this algorithm is
breaking down a histogram into two or more portions
and then applying a weighting function on each of the
sub-histograms, on which the histogram equalization is
performed. However, some statistical information might
be lost after the histogram transformation, and the desired
enhancement may not be achieved [9]. Inspired by the
RSWHE, the adaptive gamma correction with weighting
distribution (AGCWD) [9] uses gamma correction and
luminance pixel probability distribution to enhance the
brightness and preserves the available histogram infor-
mation. Here, a hybrid histogram modification (HM)
technique is used to combine the traditional gamma
correction (TGC) and traditional histogram equaliza-
tion (THE) methods. Although this method enhances the
brightness of the input image in most of the cases, it may
not give satisfactory results when an input image has lack
of bright pixels.

An extended version of BBHE and DSIHE is the
minimum mean brightness bi-histogram equalization
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(MMBEBHE) [10] where input image histogram is recur-
sively separated into multiple sub-histograms using abso-
lute mean brightness error (AMBE). Although this
technique performs good in contrast enhancement,
MMBEBHE incurs much side effects. ChaoWang and
Zhongfu Ye [11] propose the brightness preserving his-
togram equalization with maximum entropy (BPHEME),
which provides acceptable results for continuous case, but
fails for discrete ones. Chao Zuo et al. [12] propose range
limited bi-histogram equalization (RLBHE) that preserves
the mean brightness of the image. However, the compu-
tational complexity is very high as compared to the other
methods. Huang et al. address this problem by proposing
a hardware-oriented implementation [13]. Bilateral Bezier
curve (BBC) method works in dark and bright regions of
an image separately [14].

The Histogram Modification Framework (HMF) [15]
focuses on minimizing a cost function to get the tar-
get histogram. SM Pizer et al. propose weighted adaptive
histogram equalization (WAHE) [16], which processes
the input image based on the impact of pixels to the
histogram by considering the closeness of the pixels.
Although WAHE improves image contrast, it requires
intensive computation. Content-aware channel division
(CACD) is proposed in [17] for dark images enhance-
ment. CACD groups the image information with com-
mon characteristics. However, only grouping the contrast
pairs into intensity channels may not always be sufficient
because different intensity channels may possess same
characteristics [18].

Some renowned histogram specification-based meth-
ods such as automatic exact histogram specification
(AEHS) [19] and dynamic histogram specification (DHS)
[20] are available for image enhancement. AEHS is
proposed for both local and global contrast enhance-
ment whereas DHS uses differential information from an
input histogram to eliminate the annoying side effects.
Besides the aforementioned enhancement methods, there
exist few other methods such as guided image contrast
enhancement [21] and image enhanccement by entropy
maximization [22], contrast enhancement based on piece-
wise linear transformation (PLT) [23], layered difference
representation (LDR) [24], and inter pixel contextual
information (named as CVC) [25]. LDR first divides the
gray levels of an image into different layers and makes
a tree structure for deriving a transformation function.
After getting the transformation functions for each layer,
all of those are aggregated to achieve the final desired
transformation function handling the sudden peaks. How-
ever, it may not perform accurately in some cases of dark
images.

Few methods are solely developed for dark image
enhancement, but their performances are not always sat-
isfactorily. The main limitation is that these techniques
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may transfer most of the pixels from dark region to the
bright region which might cause over-enhancement and
unwanted shift in brightness. To mitigate this, we pro-
pose a method specifically to enhance images having dark
portions in them (a preliminary version of this work can
be found in [26]). We divide the whole image histogram
into several segments and then modify those to have a
histogram with desired characteristics. Finally, histogram
specification is performed on the input image using this
desired histogram. According to our method, the desired
histogram is carefully created to enhance the image, espe-
cially the dark parts. Moreover, the gray levels of one
segment are not transferred to another segment. This
helps to avoid over-enhancement and additional noise.
Experimental results also advocate for the effectiveness of
the proposed method.

Rest of the paper is organized as follows. Section 2 dis-
cusses the proposed method, and the results are presented
in Section 3 using both qualitative and quantitative anal-
ysis. Finally, Section 4 concludes the contribution of this

paper.

2 Proposed method

The proposed method enhances an image with a special
attention to the dark region of that image. This method
can be applied on both gray and color images. For color
images, color space conversion is needed because direct
RGB color processing cannot preserve the original color;
rather, it produces undesirable effect on the output image.
Different kinds of color spaces are available such as HSV,
HSI, Lab, and Luma. In the proposed method, we have
used HSV color space to process the image due to its addi-
tive advantages. The advantages which HSV provides are
delineated below [23].

e In HSV color model, V (luminance) and color
information (hue and saturation) are decoupled.

e Color relationships of HSV color model are described
more meticulously than RGB color model.

e We can easily transform RGB color model to HSV
color model and vice versa.

After applying the enhancement on V channel, the
image is converted back to RGB. The whole enhancement
process consists of two major steps: (1) preprocessing and
(2) enhancement. These two are discussed in the following
sub-sections.

2.1 Preprocessing

The proposed algorithm divides an image histogram into
several parts based on the peaks and valleys, and then,
each individual part is processed separately. However,
an image, especially a dark image, contains noise (ran-
dom fluctuation of intensities). Due to the presence of
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noise, many insignificant local peaks and valleys are n
in the image histogram, which may lead to partition
the histogram into too many parts and thus distract the
whole process from getting the desired effect. For a good
enhancement, these noise should be removed. Smoothing
filter helps us to get the desired resullt in this case. We
apply Gaussian smoothing filter [27] as presented in Eq. 1.

1 2
e 27 1)

) o+ 21

Here, o represents standard deviation. In an image,
specifically in a dark image, some intensities might exist at
very few number of pixels that are not important to visual-
ize the objects in that image. Hence, we propose to merge
the histogram bins of such unimportant intensities with
the neighboring bins so that our later procedures get more
room to process the histogram segments.

We use Algorithm 1 to dynamically calculate a threshold
(t) from the input histogram and to find such insignifi-
cant intensities. T gives a level for the accumulation of a
bin justifying whether the presence of the corresponding

Algorithm 1 Threshold Calculation
Input: Input histogram Hj.

Output: A threshold, 7.
Begin
Hjy < sort H; (descending)
11 < Hy(0)
Ty < H(255)
i1
while (71 > 13) do
T« 7

7 <« T1+1;11(l)

Ty < t2+H2§255—i)
i<—i+1
end while

Return 7

End
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intensity is significant or not. Algorithm 2 scans every bin
of the histogram and compares it with 7. If the accumula-
tion is less than 7, the accumulation is added to the next
bin’s accumulation. Thus, we dissolve the insignificant
bins in a histogram.

2.2 Enhancement

We are usually more interested in edges of an image as
compared to smooth regions. Hence, edge and non-edge
regions should be treated separately. To do so, we apply
the Sobel operator to find the absolute gradient mag-
nitude at each pixel of the given image (f,) and then
use a threshold on the values to approximate the regions
(pixels) corresponding to edges (Ig) and non-edges (INg)-
After separating edge and non-edge images, we calculate
histograms Hr and Hyg for these two images, respec-
tively. We then find the segments Sg and Syg from Hg
and Hyg, respectively. Sg and Syg are then used to gen-
erate two desired histograms (namely Hy and Hj): one
is to enhance edges and another for enhancing smooth

Algorithm 2 Insignificant bin dissolving process in the
histogram

Input: Input histogram vector Hi, T (using Algorithm 1)
Output: A histogram with only significant bins, Ho.
Begin
i<0
while (i < 255) do
if (H1(D) < 7)
Hy(i) = 0
Hy(i+1) < Hi() + H1(i+ 1)
else
H3(i) < H1(d)
end if
i<i+1
end while
Return Hy

End
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regions. These two histograms are merged together to
yield the final desired histogram, which is then used in
histogram specification step to enhance the whole image.
Algorithm 3 and Fig. 2 show our overall procedure for
dark image enhancement.

From the preprocessing step, we obtain prominent
peaks and valleys for the histogram of a given image.
These peaks and valleys are used to identify a set of
segments where a segment is defined as follows:

Definition-1 segment: Histogram bins between two val-
leys are considered as a segment where valleys (V) are
defined in Eq. 2.

V = {ilxi—1 > % < xig1} ()

where x; is the accumulation of the ith bin of the his-
togram. Formally, a segment (S;) is a portion of a his-
togram that lies between the two valleys V; and Vi41. In
Fig. 3, s1, 82, 83, 84, and s5 are segments.

For enhancement, we perform two types of operations
for each of these segments of the histogram: First, seg-
ment reallocation and second, gray level transformation
within segment. Detail of these two steps are described in
the following sub-sections.

Algorithm 3 Overall Algorithm
Input: Input Image I;;,.

Output: Output Image, I,,;.
Begin
Smooth image using Eq. 1 (o = 1)
Obtain /g and Ing from I;;, using sobel operator
Calculate Hg and Hng from I and InNg respectively
Dissolve insignificant bins using Algorithm 2
Calculate Sg and Sy from Hg and Hng respectively
Reallocate Sg and Sng using Egs. 3 and 4

Transform gray levels of each segment using Eq. 5 and
generate H. and H}

Hesired < Hé 5] H]/\[E
I,y < Apply specification on Ij;, with Hegireq

End
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2.2.1 Segment reallocation
The objective of relocating the segments is to transform a
set of gray levels from the dark region of the image to the rela-
tively brighter region. Figure 4 illustrates the shifting of seg-
ments from one location to another location of the histogram.
These segments are shifted based on the shifting dis-
tance D. This shifting distance is dynamically calculated
for each segment using Eq. 3.

. X
i=0 %i
where N = total number of segments, D(i) = shifting

distance of ith segment, x; = accumulation of ith segment.

For example, if the total number of accumulation = 100,
accumulation of the ith segment = 10 and total num-
ber of segments = 50, then the shifting distance will
be D(i) = (10/100) x 50 = 5. So, new ending posi-
tion of this segment will be Viy; + 5. And thus, the
width of a segment depends on the number of pixels
it contains. Here, the segments containing more pixels
will be allocated more gray levels, which are expected for
enhancement.

After shifting each segment, there exist several empty
bins at the end of the histogram. We distribute these
empty bins to all the segments using Eq. 4

l;
Li=Zi+5X(255—9) (4)
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where [; = width of the ith segment, L; = resultant width
of the ith segment, 6 = ending bin position of the last
segment. Thus, it also gives more space to perform intra-
segment transformation.

2.2.2 Intra-segment transformation

By shifting the segments, we transform the intensities
of a set of pixels as a whole. It enhances the contrast
among the bins in different segments. However, we need
to enhance within-segment contrasts for getting a better
looking image. For this reason, we transform the inten-
sities of the pixels within a segment which is performed
using Eq. 5. The result of such transformation is shown in
Fig. 5.

(i)

X .

j=s Q (/)
where T'(i) = transformed intensity of ith bin, Q(i) =
accumulation of ith bin, s = starting bin position of the

segment, k = last bin position of the segment, L = width of
the corresponding segment (from Eq. 4).

TG) = x L (5)

2.2.3 Histogram specification
By performing the segment reallocation and intra-
segment transformation, we get the the transformed his-
tograms for both edge and non-edge images. The desired
histogram is obtained by combining these two histograms
which is used to perform histogram specification.

Here, a gray level, i, of the input image is mapped to
another gray level, d, such that

Cin(i) = Cdesired (d) (6)

where Ci, (i) and Cyesired (d) represent the cumulative dis-
tribution functions calculated from the input image and

b
|\|

Fig. 5 Intra-segment transformation. a Original segment. b
Transformed segment
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the desired histogram, respectively. In other words, we
seek the gray level, d, for which

d = Cyggired (Cin () @)

We apply Eq. 7 on every gray level of the input image to
get the enhanced image. The output image is transformed
back to RGB if the original image is RGB.

3 Experimental results and discussion

In this section, the results of the proposed technique
has been compared to the existing state-of-the-art image
enhancement techniques, namely HE [2], AEHS [19],
CVC [25], LDR [24], WAHE [16], CACD [17], AGCWD
[9], and RSWHE [8]. The comparison has been performed
in both qualitative and quantitative manner. To evaluate
the proposed method, images are taken from CACD [17],
Caltech [28] and UIUC Sport Event [29]. The details are
presented in the following sections.

3.1 Qualitative measures

To show the qualitative results of our method, few experi-
mental images are taken from CACD [17] and the outputs
are given in Fig. 6. The challenges of each image and the
improvements occurred by each method are described
below.

In “girl” image, the main challenge is to increase over-
all brightness without incurring artifacts on hair and
necklace. Most of the methods cannot reveal the detail
texture and girl’s necklace. HE and AEHS over-enhance
the image and produce lots of artifacts. CACD produces
comparatively good result, but the image is not properly
illuminated. LDR and WAHE cannot increase the bright-
ness properly, and the original color of the image is also
degraded whereas our proposed “girl” image increases
brightness and preserves original color contrast. Thus,
our proposed method performs better than the others in
this respect.

In the “fountain” image, the challenges are to preserve
the lamp as original as possible and keep naturalness of
the grass. Here, HE and AEHS over-enhance the wall and
grass. Glasses of windows do not look original. LDR, CVC,
WAHE, and CACD cannot enhance the image properly
and the output images are still a little bit dark. On the
other hand, HE and AEHS increase brightness at a large
rate which incurs artifacts on the wall. However, the pro-
posed method preserves the brightness of lamp and the
natural color of grass. Thus, the proposed method pro-
duces comparatively better result than others.

The desired enhancement of “streetl” image is to
increase the brightness in such a way that hidden infor-
mation of the image can be extracted. CVC, LDR,
WAHE, CACD, AGCWD, and RSWHE cannot enhance
the brightness of this image properly because the hidden
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Fig. 6 Some of the images used in our experiments. From top to bottom: “girl,”

(b) HE  (c) AEHS (d) CVC

(©) EHS (d) CVC (e) LDR (f) WAHE (g) CACD

(e) LDR (f) WAHE (g) CACD (h) AGCWD (i) RSWHE (j) Proposed

(h) AGCWD (i) RSWHE (j) Proposed

(e) LDR (f) WAHE (g) CACD (h) AGCWD (i) RSWHE j) Proposed

TTH

) WAHE (g) CACD (h) AGCWD (i) RSWHE (j) Proposed

(e) LDR (f) WAHE (g) CACD (h) AGCWD (i) RSWHE (j) Proposed

“fountain,” “street1,” “building,” “dark ocean,” and “empire state”

information of “three man” in the image is unclear. How-
ever, the proposed method increases the brightness, and
hidden information is more clearly visible than the others.

The challenges of the “dark ocean” image are to preserve
the ray of sunlight and enhance image contrast prop-
erly. HE and AEHS increase image brightness, but nat-
uralness of sunshine is degraded. LDR and CVC cannot
enhance the brightness of this image properly. The resul-
tant images of these two methods are still significantly
dark. CACD and AGCWD preserve the sunshine but loss
the naturalness of the water whereas RSWHE degrades
the quality of sun rays. In this case, the proposed approach

preserves the sunshine and increases overall image
brightness.

Our method works better if we apply on both edge and
non-edge pixels of the image separately. Figures 7 and 8
show the output with separation of edge and without sep-
aration of edge respectively. We notice that if we do not
separate edge and non-edge pixels, output image is not
properly enhanced and some artifacts are produced.

3.2 Quantitative measures
For the purpose of quantitative evaluation, fifty images are
taken from aforementioned three datasets namely CACD,
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Fig. 7 Comparison of output images for “street2” image. a Original b with edge separation and ¢ without edge separation

Caltech and UIUC Sport Event. To evaluate these images
quantitatively, we use Root mean square (RMS), structural
similarity, and perceptual quality metric (PQM) metrics
which are discussed in the following sub-sections.

3.2.1 RMS contrast

A common way to define the contrast of an image is
to measure the RMS contrast [30]. The RMS is defined
by Eq. 8.

1 N—-1M- )
m Z (Ii,j - M) (8)
‘ —o

i=0 j=

—

rms =

Here, M and N are the image dimension. I;;, u repre-
sent pixel intensity and mean of an image. Usually, larger
value of the RMS represents better quality of the image.
However, for enhancing a dark image, this might not be
true because the increase of RMS depends on the increase
of the diversified intensity which may also deteriorate the
image quality with increased number of artifacts. This is
also observed when we measure the average values of the
outputs of different methods for 50 dark images. The aver-
age RMS values obtained by AGCWD, CVC, and LDR are
0.29, 0.27, and 0.26, respectively. On the other hand, the
proposed method and CACD obtain only 0.25 and 0.27,
respectively, though their outputs are qualitatively more

soothing and better in terms of other measures such as
PQM. Hence, the RMS values does not actually reflect the
enhancement for dark images.

3.2.2 SSIM

The Structural SIMilarity (SSIM) index is a method for
measuring the similarity between two images. The SSIM
index can be viewed as a quality measure of one of the
images being compared. The SSIM is defined by Eq. 9.

SSIM(#,y) = [I(x,9).c(x,¥).5(x, )] 9)

where [(x,y) is luminance comparison function, c(x,y)
is contrast comparison function and s(x, y) and structure
comparison function (for details, please see [31]). Assess-
ment results of different methods using SSIM are shown
in Fig. 9.

3.2.3 PQM

Wang et al. [32] proposed a perceptual quality metric
(PQM) to evaluate the image quality. According to [33],
for good perceptual quality, PQM should be close to 10.

Eq. 10 has been used to calculate PQM!.
S=a+ BBNAZ (10)

where «, B, y1 , ¥2, and y3 are the model parameters. A,
B, and Z are the features (for details, please see [32]). The
average PQM calculated for the 50 enhanced images is

Fig. 8 Comparison of output images for “girl” image. a Original b with edge separation and ¢ without edge separation
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the highest (9.03) for the proposed method. CACD also
shows a very competitive PQM (8.94). The lowest PQM is
found for HE (8.73), and it is 8.82 for AGCWD. According
to these results, it is also clear that the proposed method
produces better output as compared to the other image
enhancement techniques in most of the cases.

4 Conclusion

In this paper, a locally transformed histogram-based tech-
nique has been proposed for dark image enhancement.
This method works better as compared to other methods
because we do not apply our transformation method on
the whole histogram of an input image. Rather, our trans-
formation method is applied on a small segment of the
input image histogram. As a result, the proposed tech-
nique does not get affected from over-enhancement prob-
lem. Our experimental results show that it reaches higher
performance metrics as compared to existing techniques.

Endnote
https://ece.uwaterloo.ca/~z70wang/research/nr_

jpeg_quality/
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